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Abstract- Pneumonia is a serious illness that needs to be identified early and accurately in order to be 

treated. This project uses pre-trained models like ResNet50, VGG16, and DenseNet121 to develop a 

deep learning-based method for pneumonia identification. The dataset consists of X-ray pictures of the 

chest that have been normalised and enhanced using ImageDataGenerator. The process entails adding 

bespoke fully connected layers for classification and freezing the convolutional layers of the pre-

trained models to take advantage of their feature extraction capabilities. The dataset is used to train 

each model, and parameters like training and validation accuracy are monitored across several epochs. 

The models' performance in identifying pneumonia is highlighted by evaluating them for accuracy and 

loss on the test dataset.The models are saved for future use, and comparative visualizations of training 

and validation accuracy are presented. This study demonstrates the promise of transfer learning in 

medicinal image classification tasks emphasizing its applicability to pneumonia detection. 
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Introduction 

The introduction highlights the critical role of chest X-rays in diagnosing pneumonia, a condition with 

significant global morbidity and mortality. Challenges in interpretation due to the need for specialized 

expertise are addressed through deep learning techniques, emphasizing transfer learning and ensemble 

learners to improve accuracy and reduce errors.[1] The paper proposes a stacking ensemble method 

combining pre-trained CNN models, evaluated on publicly available datasets, demonstrating enhanced 

accuracy and robustness for real-world applications in pneumonia detection. 

This paper focuses on leveraging deep learning and transfer learning methodologies to address 

difficulties in detecting pneumonia using chest X-rays. It emphasizes the potential of CNN 

architectures to automate the classification of bacterial and viral pneumonia, reducing the risk of 

misdiagnosis.[2] The proposed model integrates advanced preprocessing techniques and training 

mechanisms to achieve precise and efficient detection, contributing to improved healthcare outcomes

The paper proposes a novel framework utilizing transfer learning for pneumonia detection, simplifying 

the process for medical experts and novices alike[3]. Pre-trained neural network models extract 

features from X-ray images, feeding into a classifier for accurate predictions. The study also integrates 

an ensemble model to combine outputs, achieving state-of-the-art performance with enhanced recall 

and accuracy, thereby aiding in efficient diagnosis. 

The introduction talks about the dual identification of pneumonia and COVID-19, highlighting the use 

of CNN-based architectures to categorise chest X-ray pictures..[4] The framework incorporates robust 

preprocessing techniques to handle dataset imbalances and quality issues, achieving exceptional 

accuracy in classification. This work highlights the applicability of AI-driven solutions in mitigating 

diagnostic challenges during pandemics. 

This research explores the use of sophisticated deep learning techniques for multi-disease detection. It 

highlights the use of models like VGG16 and ResNet to categorise illnesses like COVID-19, 

pneumonia, and tuberculosis.[5]. With a focus on early diagnosis and efficient classification, the paper 
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underscores the transformative impact of AI in healthcare, particularly for addressing imbalanced 

datasets in resource-constrained environments. 

The study introduces an AI-based approach for detecting tuberculosis and pneumonia, leveraging 

CNNs to analyze chest X-ray images. The model incorporates robust preprocessing and feature 

extraction techniques, ensuring accuracy in resource-limited settings[6]. It highlights the significance 

of early diagnosis and effective treatment strategies for reducing global health burdens associated with 

respiratory diseases. 

 

Literature Survey 

Sanjana Pawshe et al. [7] investigated the application of ensemble learners and transfer learning 

models for diagnosing pneumonia in chest X-rays. The study combines outputs from several models 

using committee machine approaches to improve forecast accuracy.The approach demonstrated 

significant improvement in early detection and classification, vital for timely treatment, especially in 

resource-constrained settings. Deepika T.R. et al. [8] developed a CNN-based pneumonia detection 

framework trained from scratch, demonstrating the impact of automation in medical diagnostics. The 

study highlights the advantages of deep learning in processing chest X-rays, with a focus on 

overcoming limitations such as image opacity and resolution constraints. This work emphasizes the 

scalability of CNN architectures in addressing global health challenges. Keval Shah et al.[9] 

implemented a CNN-based system to identify pneumonia from X-ray images, focusing on minimizing 

diagnostic errors through advanced preprocessing techniques. The use of pooling and convolutional 

layers enhanced the model’s precision, making it suitable for real-time diagnostics. This research 

underscores the role of data augmentation in improving model generalization. Ritik Manghani et 

al.[10] proposed a machine learning-based self-diagnostic tool that utilizes preprocessed chest X-ray 

images. The study introduces innovative preprocessing methods such as contrast adjustment and 

artificial light enhancement, which optimize the performance of CNN models. The proposed system 

also highlights the potential for integration into web applications for broader accessibility. Maahi 

Patel et al[11]. used transfer learning to categorise chest X-ray images using pre-trained models such 

as VGG16 and ResNet50. In order to achieve high accuracy with lower computational needs, the study 

examines the effectiveness of reusing current model designs for early pneumonia identification. This 

study emphasises the use of data augmentation methods to get beyond the drawbacks of tiny 

datasets.Hammoudi et al.[12] Convolutional neural networks (CNNs) were customised to distinguish 

between cases of viral, bacterial, and normal pneumonia. The study tackled the difficulties of multi-

class classification and produced notable accuracy gains by utilising DenseNet169 and RNN-based 

architectures. 

Preliminaries 

Objective: This project's primary goal is to use deep learning techniques—more especially, transfer 

learning using pre-trained models like ResNet50, VGG16, and DenseNet121—to create a reliable 

method for identifying pneumonia. Accurately identifying chest X-ray pictures as either normal or 

suggestive of pneumonia is the main goal. 

Dataset: 

• Source: Training and testing directories contain the chest X-ray  dataset  utilised in this research. 

• Structure: The dataset is divided into subfolders for pneumonia and normal instances. 

• Preprocessing: 

o Images are resized to a target size of 224x224. 

o Rescaling is applied (pixel values are normalized to [0, 1]). 

• To improve generalisation, data augmentation methods including shear, zoom, and horizontal 

flipping are applied. 

Methodology: 

• Model Architectures: 

o ResNet50: A deep residual network with 50 layers that is intended for feature extraction from X-

ray pictures of the chest. 

o VGG16: A 16-layer convolutional model with an emphasis on using pooling and convolutional 

layers to extract visual characteristics. 

https://doi.org/10.36893/IEJ.2025.V52I2.014


3                                                                                  Vol.20, No.01(I), January-June:  2025 

https://doi.org/10.36893/FSSC.2025.V20.012 

o DenseNet121: A highly connected network designed to minimise the overall amount of parameters 

and enhance feature reuse. 

• Custom Layers: Each model's base is frozen, and custom layers are added: 

o Global average pooling. 

o Fully connected layers with ReLU activation. 

o Softmax output for multi-class classification. 

• Optimization: 

o Adam optimizer: learning rate of 0.001. 

o Cost function: Categorical crossentropy. 

o Metrics: Accuracy. 

Training and Validation: 

• Models: trained for 10 epochs. 

• Batch size is 32. 

• Steps per epoch are based on the dataset size. 

• Validation is performed at the end of each epoch using the testing dataset. 

Evaluation: 

• Each model's performance is assessed using: 

o Test Loss: Quantifies the error on unseen test data. 

o Test Accuracy: Measures the percentage of correctly classified images. 

• Comparative analysis includes training and validation accuracy over epochs. 

Results Visualization: 

• Training and validation accuracy trends are visualized using matplotlib plots for each model, 

providing insights into convergence and overfitting. 

Model Deployment: 

• Trained models are saved in .h5 format for potential deployment in real-world applications. 

Key Features: 

• Use of pre-trained models for transfer learning. 

• Extensive data augmentation for better generalization. 

• Evaluation of three state-of-the-art architectures to determine the optimal model for pneumonia 

detection. 

 

Dataset Explanation 

Dataset Overview: 

• There are two classes of chest X-ray images in the sample: 

o Normal: Xrays of healthy lungs. 

o Pneumonia: Images showing signs of pneumonia, which could be caused by bacterial or viral 

infections. 

• These images are organized into separate directories for training and testing. 

Dataset Structure: 

• Training Set: 

o Contains the majority of the images, used for training the models. 

o Includes data augmentation to improve model generalization. 

• Testing Set: 

• The effectiveness of the model on unseen data is assessed using a smaller collection of photos. 

• Each set further contains subdirectories for the two classes: Normal and Pneumonia. 

Data Preprocessing: 

• Resizing: 

o To comply with the input dimensions  

    needed by the pre-trained models  

   (ResNet50, VGG16, and DenseNet121), 

  all photos are downsized to a target size of  

    224x224 pixels. 

• Normalisation:  
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o Divide the pixel values by 255 to rescale  

   them to a range of [0, 1]. This promotes  

   quicker convergence during training and  

   guarantees consistent data      distribution.Augmentation (applied to training data only): 

o Shear Range: Random shearing transformations are applied to the images. 

o Zoom Range: Random zooming is performed to simulate varying scales. 

o Horizontal Flip: Random horizontal flipping is applied to introduce variations. 

Data Splitting: 

• The dataset is separated into testing and training sets, according to the directory framework: 

o Training Set: Used to train the model by iteratively adjusting weights. 

o Testing Set: Used to validate and test the model’s performance, ensuring no data leakage from 

the training process. 

Labeling: 

• Each image is labeled according to its folder name: 

o Normal: Indicates healthy chest X-rays. 

o Pneumonia: Indicates infected chest X-rays. 

Dataset Source: 

Most likely taken from a publically accessible dataset, such the Chest XRay Pics (Pneumonia) data o

n the Kaggle database or other comparble 

Challenges Addressed: 

• Class Imbalance: 

o Data augmentation helps mitigate issues caused by class imbalance. 

• Real-World Variations: 

o Augmentation techniques simulate real-world variations, improving the model’s robustness. 

 

Methodology 

1. Dataset Preparation 

• Dataset Description: 

• Chest X-ray images in the dataset are divided into two groups: normal and pneumonia. 

o Separate directories for training and testing datasets are utilized. 

• Preprocessing: 

o All images are resized to 224x224 pixels to match the input requirements of pre-trained models. 

o Pixel values are rescaled to a range of [0, 1] by dividing by 255. 

• To enhance model generalisation, data augmentation methods like as shearing, zooming, and 

horizontal flipping are applied to the training data. 

2. Model Architectures 

Three pre-trained models are employed to leverage the benefits of transfer learning: 

1. ResNet50: 

o The ImageNet dataset was used to pre-train a 50-layer residual network. 

o The base layers are frozen to retain pre-trained feature extraction capabilities. 

o Custom layers added: 

▪ Global Average Pooling. 

▪ Fully connected Dense layer (128 neurons, ReLU activation). 

▪ Output Softmax activation in a dense layer for multi-class classification. 

2. VGG16: 

o A 16-layer convolutional neural network pre-trained on ImageNet. 

o Base layers are frozen to prevent alteration of pre-trained weights. 

o Similar custom layers as in ResNet50 are added for classification. 

3. DenseNet121: 

o A densely connected neural network with 121 layers pre-trained on ImageNet. 

o Layers are frozen, and custom layers (Global Average Pooling, Dense layers) are added for 

classification. 

3. Model Compilation 
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• Optimizer: Adam optimizer with a learning rate of 0.001. 

• Loss Function: Categorical Crossentropy. 

• Evaluation Metrics: Accuracy. 

4.Training 

• batch size of 32 is used for training every simulation across 10 epochs 

• Steps per epoch and validation steps are determined based on dataset size. 

• Training data is used for model fitting, while validation data is evaluated at the end of each epoch 

to monitor performance. 

 
Fig: Architecture Diagram 

5. Evaluation 

• Each model is evaluated on the testing dataset to compute: 

o Test Loss: Quantifies the error on unseen data. 

o Test Accuracy: Percentage of correctly classified images. 

6. Model Saving 

• The trained models are saved in .h5 format: 

o resnet_chest_xray_model.h5 

o vgg16_chest_xray_model.h5 

o densenet_chest_xray_model.h5 

• These files can be deployed for real-world predictions. 

7. Visualization 

• Training and validation accuracy for all models are plotted over epochs to observe trends such as 

overfitting or underfitting. 

 

Results 

RESNET 50 
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VGG16 

 

 
DenseNet121 

 
The implementation of each model was followed by generating corresponding outputs for visualization 

and accuracy metrics. These outputs, including the results of the experiments and visualizations, are 

presented. 

The implementation of each model was followed by generating corresponding outputs for visualization 

and accuracy metrics. These outputs, including the results of the experiments and visualizations, are 

presented 

 

Conclusion 

The project used pre-trained models such as ResNet50, VGG16, and DenseNet121 to develop a 

sophisticated deep learning-based pneumonia diagnosis system. The main goal was to provide a 

trustworthy diagnostic tool for medical applications by automatically classifying chest X-ray images 

into typical and pneumonia categories. The technique greatly reduced training time and computational 

resources by utilising the feature extraction powers of pre-trained models through the use of transfer 

learning. DenseNet121 was the most successful model among them, demonstrating its capacity to 

manage complex patterns and features in healthcare imaging with higher accuracy and reduced test 

loss. Processing the data was essential to improving the models' functionality and generalisability. 

Before being enhanced using methods like shear, zoom, and horizontal flipping, images were shrunk 

to a standard size of 224x224 pixels and normalised to scale pixel values. These steps ensured the 

dataset was robust and diverse, enabling the models to learn effectively and mitigate the risk of 

overfitting. The preprocessing pipeline also emphasized the importance of data quality in achieving 

consistent and reliable outcomes in machine learning applications. 

The training and validation process demonstrated promising results, with all models showing steady 

improvements in accuracy over the epochs. Validation curves indicated minimal overfitting, thanks to 

the effective preprocessing and model architecture choices. Comparative analysis revealed that 
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DenseNet121 outperformed ResNet50 and VGG16, establishing itself as the most suitable model for 

this task. The models' ability to generalize well on test data highlighted their potential for real-world 

deployment in clinical environments. 

One of the key strengths of this project was the scalability and deployability of the trained models. 

Saved in .h5 format, these models can be easily integrated into diagnostic systems, mobile health 

applications, or cloud platforms. Such implementations can enable real-time, automated pneumonia 

detection, offering significant benefits in resource-constrained settings where expert radiologists may 

not always be available. This capability emphasizes the practical impact of AI-driven solutions in 

enhancing healthcare delivery and decision-making processes. 

The study's overall findings demonstrate the revolutionary potential of transfer learning and deep 

learning in the domain of medical imaging. The project tackles important issues in pneumonia 

detection, namely the requirement for prompt and precise diagnoses, by offering a scalable and 

effective diagnostic solution. More diverse populations might be added to the dataset in future research, 

ensemble techniques could be used for even greater accuracy gains, and the models could be deployed 

on edge technology for real-time clinical application. This project demonstrates how AI technologies 

can revolutionize healthcare, paving the way for faster, more reliable, and cost-effective diagnostics, 

ultimately improving patient outcomes. 
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